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Annex X:
Network Slices in NFV Deployments

X.1
General

Figure X-1 illustrates an example of an NFV deployment in which there are several NFV Network Services instantiated, each one providing a given service, e.g. a virtualized IMS, CDN, etc. A Network Service (as defined in ETSI GS NFV 003 and referenced in 3GPP TS 28.500) is a composition of Network Functions (virtual and/or physical) with a well-specified functional behaviour and topology. All Network Service instances utilize and share the common computing, storage and networking resources of the NFV Infrastructure (NFVI). 

As shown in Figure X-1, every network slice instance considered in this technical report is deployed as an NFV Network Service instance. In this context, a "network slice" is a special type of an NFV Network Service. In the same NFV deployment there may be several network slice instances deployed and possibly other types of NFV Network Services (e.g. SGi-LANs, IMS, etc.), all sharing the same NFVI resources.
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Figure X-1: An example NFV deployment with two network slice instances

The NFV orchestration interface shown in Figure X-1 is used to request the instantiation / termination / modification of a Network Service and to provide runtime notifications related with changes made to Network Service instances, e.g. to report completion of an instantiation / termination request, to report the addition / deletion of VNFs, etc. The NFV orchestration interface can also provide runtime notifications when certain KPIs of a Network Service cross predefined thresholds. The services provided by the NFV orchestration interface can be consumed by authenticated and properly authorized entities, such as the Operations Support System (OSS) / Business Support System (BSS) shown in Figure X-1.
The deployment and operational requirements of each Network Service (and thus of each network slice) are captured in a deployment template, also known as Descriptor (see Figure X-1) or blueprint (see Annex B). This deployment template fully describes the attributes and the requirements necessary to instantiate the Network Service and to perform lifecycle management operations. The deployment template includes parameters such as (see ETSI GS IFA 014):
-
The description of one or more Virtual Network Functions (VNFs). The description of an VNF specifies the virtual storage/cpu/memory resources required to instantiate the VNF, the interface(s) exposed by the VNF to connect with virtual links, rules that determine when a scaling action needs to be triggered on the VNF, various deployment flavours for the VNF (e.g. Small, Medium, Large), etc.
-
The description of zero, one or more Physical Network Functions (PNFs).

NOTE 1:
In the deployment template of a network slice each VFN and PNF would typically be a component that implements the functionality of one or more NextGen Control-plane or User-plane functions.
-
The description of one or more Virtual Links (VLs). The description of each VL specifies the protocol used on the link (Ethernet, IPv4/6, MPLS, etc.), bitrate requirements and QoS requirements (max. latency, jitter, packet-loss), etc.

-
The description of one or more Service Access Points (SAPs), which are used for interacting with components outside the Network Service.
-
The description of zero, one or more VNF Forwarding Graphs (VNFFGs), which are typically used for service chaining (and can be useful e.g. for service steering in virtualized SGi-LANs).

-
Zero, one or more auto-scaling rules.
-
One or more deployment flavours (e.g. Small, Medium, Large).
The deployment template of a Network Service essentially specifies an abstract model that can be used by the NFV orchestrator to perform lifecycle management operations, e.g. to create a runtime instance of this Network Service. An example of a Network Service model that corresponds to a NextGen core network slice is shown in Figure X-2. In this model the various VNFs and PNFs may realize various NextGen Control-plane and User-plane functions and the various SAPs can be used for interfacing with external components, e.g. the NextGen RAN, SGi-LAN, Data Networks, etc.
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Figure X-2: Example model of a CN slice (specified in its deployment template)
Although Figure X-2 shows a NFV model of a NextGen Core Network, in general, a network slice can include both Core Network and Radio Access Network VFNs, PNFs.

Figure X-3 shows how a NextGen CN slice instance can interface with the NextGen RAN and other components (e.g. external Data Networks, IMS, SGi-LAN, etc.) via different Service Access Points (SAPs). As noted above, these SAPs are part of the deployment template of the CN slice. 
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Figure X-3: Example of NextGen CN slice interfacing with NextGen RAN via SAP1, SAP2

It is assumed that the NFV framework is able to instantiate a network slice across multiple different sites located in different geographical areas, as shown in Figure X-4. These sites are also known as NFV PoPs (Points of Presence). This multi-site deployment (currently considered in ETSI GS IFA022) is particularly important for the NextGen network slices which typically provide services in a wide geographical area.
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Figure X-4: A core network slice instance deployed across multiple sites
After a Network Service is instantiated, computing, storage and networking resources are reserved in the NFVI for the runtime operation of the Network Service and a Network Service Record is created in the NFV orchestrator (see Figure X-1) to represent the newly created instance. This Network Service Record holds an instance identifier, information about the Network Service components as well as runtime information related to these components.
NOTE 2:
The instance identifier of a network slice is used for performing NFV lifecycle operations on the network slice instance and is expected to be different and independent from the instance identifier discussed in this document for the purposes of network slice selection and identification.
X.2 
Conclusions & Assumptions
From the above discussion we can draw the following conclusions and assumptions that should be considered in the context of NextGen work:

1. A network slice can be realized as an NFV Network Service or as a composite NFV Network Service (as defined in ETSI GS NFV 003 and referenced in 3GPP TS 28.500).
2. A network slice is described in a deployment template (also known as descriptor or blueprint) which includes descriptions of the VNFs, PNFs, VLs, that constitute the network slice as well as descriptions of operational requirements (e.g. resources to be reserved for its runtime operation). The definition of this deployment template is outside the scope of SA2.

3. The instantiation of a network slice can be requested via the NFV orchestration interface (shown in Figure X-1). When such request is made, the deployment template of the network slice is provided to the NFV orchestrator which is then utilized to reserve and configure the appropriate runtime resources in the NFVI. 

4. A network slice described by a single deployment template can be instantiated one or multiple times.

5. The network slice instance identity assigned to a network slice instance by the NFV orchestrator is considered different and independent from the network slice instance identity that is considered in this document for the purposes of network slice selection.
6. It is assumed that a network slice can be instantiated across multiple different sites (aka NFV PoPs), located in different geographical areas.
7. The lifecycle management of network slices over the NFV orchestration interface (i.e. how they are instantiated, terminated, modified) is outside the scope of this document. However, certain lifecycle management operations (e.g. auto-scaling, KPI reporting) may be taken into account in the definition of network slice architecture.

8. In an NFV deployment a network slice instance may operate in parallel (and share resources) with other network slice instances and other types of NFV Network Services such as IMS Network Services, SGi-LAN Network Services, CDN Network Services, etc. 

9. This document focuses on the architectural definition of network slices, i.e. on the definition of their functional components, their operational behaviour and the interfaces between these components. It considers the operation of network slices after they are instantiated, i.e. it considers how the functional components of a network slice communicate with each other and how they communicate with external components such as UEs, Access Networks, Data Networks and other virtualized or physical Network Services. It also considers how a network slice instance is selected to serve a UE and how the same UE can communicate with multiple different network slice instances. The scope of this document in the general context of NFV framework is illustrated in Figure X-5. 
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Figure X-5: Scope of this TR in the context of NFV framework
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